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ABSTRACT

Facial expression has made significant progress in recent years with many commercial systems are available for real-world applications. It gains strong interest to implement a facial expression system on a portable device such as tablet and smartphone device using the camera already integrated in the devices. It is very common to see face recognition phone unlocking app in new smartphones which are proven to be hassle free way to unlock a phone. Implementation a facial expression system in a smartphone would provide fun applications that can be used to measure the mood of the user in their daily life or as a tool for their daily monitoring of the motion in psychology studies. However, traditional facial expression algorithms are normally computing extensive and can only be implemented offline at a computer. In this paper, a novel automatic system has been proposed to recognize emotions from face images on a smartphone in real-time. In our system, the camera of the smartphone is used to capture the face image, BRIEF features are extracted and k-nearest neighbor algorithm is implemented for the classification. The experimental results demonstrate that the proposed facial expression recognition on mobile phone is successful and it gives up to 89.5% recognition accuracy.
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1. INTRODUCTION

Face recognition technology has a wide range of applicability from auto unlock in smartphones and psychological usage in the past few years [12]. It is a very good example on the success of computer vision on embedded devices. Facial expression recognition in such is a similar idea that will have numerous uses in the future. Facial expressions are one of those things that hold great importance to human in communication as they tend to convey emotions, energies and expressions without the use of words in communication. Darwin stated to the biological roots of facial expressions and the important role it play in the survival of the species including human beings. Ekman [8] defined 6 basic emotional facial expression, happy, sad, disgust, anger, surprise and fear and states how these expressions are universal. The deepest emotions are embedded in the facial expressions of human beings. Ekman states that all the expressions are a blend of all these basic expressions which sometimes makes it difficult to understand. Facial expressions basically function with the activation/dilatation of one or more of the total forty-three facial muscles.

2. RELATED WORKS

Facial analysis gained a lot of popularity in the efforts and research in the past years. The applications of facial analysis include recognition, expression analysis, simulation and in the animation industry [1, 2]. Humans naturally are equipped in recognizing emotions via facial expressions. Somewhat, universally six basic expressions are identifiable and research purpose. Paul Ekman and his colleagues announced the Facial Action Coding System (FACS) covering all possible ones in fixed images [3]. This system has been used vastly by many researchers, especially those with a psychological background and focus of interest and many facial expressions are coded by the FACS system. The FACS system is based on human observations and the labelling process is manual. For many years, researchers designed systems to classify facial expressions in an automated way. A lot of definitions of emotion have been given in previous years.

Numerous approaches were invented using still images and videos for facial expression recognition systems. The first to introduce local paramedic motion representations are Black and Yacoob then preceding the information to the required classifier [4]. The low dimensional manifold technique for representing, training, and identifying facial expressions was created by Chang [5]. They utilized the Lipschitz embed system alignment for facial features for the manifold construction. The Gabor wavelets were subjugated to track the changes in facial expressions that were further examined temporal area for the expression recognition by Valstar and colleagues initially [6]. Some rare expressions of the face were studied using the templates of variable intensity by Kuman and his associates stating the differences between several classification templates [7]. The usage of AdaBoost classifier and Support Vector machines rarely gained benefit after this [8]. Later on Torre’s methods were known for graphical spectral techniques in this field [9]. Zeng’s understanding was prominent where the separation of non-emotional and emotional facial expression was validated [10]. Sometimes non emotional are just commonly used habits of people. Recent research is focus on emotion recognition in the wild that was evidenced by the series of international challenges of EmotiW (2013[13], 2014[14] and 2015[15]) In these challenges, various automatic emotion recognition systems have been built to recognizing emotions from still images and short videos in a certain degree that might be used in real world applications.
However, none of all these methods can be used in portable devices such as mobile phones in real-time.

3. FACIAL EXPRESSION RECOGNITION

The first step towards the design is the pre-processing which includes detection and tracking the face movements by using HAAR cascades that is supported by openCV [20]. Then the face image goes on the second step of feature extraction. The core element of the design is the classification. This is where the K-NN algorithm is utilized to compare the histogram values with the stored values in the training set. The database used is the Cohn-Kanade (CK) database [19], a very big database. Cohn Kanade’s database is one of the well-known databases of video recordings of facial expressions. The top of the facial expressions in those recordings is fully described by the activation of the Action Units (AUs). The database currently has 780 images for six emotional face images from eight people for the emotions such as happy, sad, angry, fear, disgust and surprise. After classification, it will show up the emotion bar of the facial expression image. The results of the application are very accurate and very few errors till date. The database is used for the testing of the proposed system. Then the application is built on an Android platform (eclipse).

A. Overview of the System

Figure 1 shows a block diagram of emotional face recognition on mobile phone. The three main stages in the system are: (i) feature extraction and (ii) feature classification. The feature extraction stage involves pre-processing stages such as acquiring a sequence of images (15 frames/second) using a video camera and detecting the facial region of the image and standardizing the properties for lighting the image, this application BRIEF feature extraction is being used. The feature classification process involves the K-nearest neighbor (KNN) algorithm; it is widely accepted as a powerful nonparametric pattern classification method in image processing.

![Figure 1: Overview structure of the facial expression recognition.](image)

B. Feature Extraction

Binary Robust Independent Elementary Features (BRIEF) [16, 18] is explained in this paper. It is one of the simplest binary descriptor that functions based on the comparison between two smoothed pixel intensities and assigns binary number 0 or 1 based on their relative intensities. For example, if the first smoothed pixel has more intensity than that of the second, a binary 1 is assigned in the descriptor string for the pair of smoothed pixel. On the other hand, if the intensity is less, than a binary 0 is assigned in the descriptor string. The selection of smoothed pixels for comparison is random.

Firstly, an image is divided into patches; each patches are selected around some interesting key points of the image. Basically, the key points are those that exhibit variation in intensities around them, not those with monotonous intensities all around. For example, it is unlikely to consider the middle of a sky in an image as an interesting point because of little or no variation in the intensities around it; the edge of a cloud in the sky should be preferred as key points because of obvious variation in intensities between white and blue color of the cloud and sky. Each patch contains, say (60 x 60 or 50 x 50) pixels.

![Figure 2: Key point selection and pair comparison.](image)

Once the patches are selected, smoothed pixels are selected randomly as the second step of BRIEF. For example, if first pixel has a coordinate of (-1, 10), the second might be chosen to be (-2, 20) or (-3, 30). Thirdly, they are compared and their binary descriptor value is registered in a Boolean string that contains all the binary descriptors of all the pairs from the same patch [figure 2]. Therefore, for each patch there is an individual Boolean string. The distance between two descriptors is computed as the number of different bits between them, which can be calculated as sum (XOR (descriptor1, descriptor2)).

BRIEF targets real-time applications leaving a large part of the available CPU power for subsequent tasks, but also permits running feature point matching algorithms on computationally weak devices such as mobile phones.

Many different types of distributions of tests were considered in [11]; here we use one of the best performers, a Gaussian distribution around the center of the patch. More specifically, we define test \( \tau \) on patch \( p \) of size \( S \times S \) as

\[
\tau(p; x, y) := \begin{cases} 1, & \text{if } P_1 < P_2 \\ 0, & \text{otherwise} \end{cases}
\]

(1)

The image is divided into patches of size \( S_1 \times S_2 \). They have been selected by choosing rows and columns of partition to be 7 and 6 respectively. For each patch \( p \), two points \( P_1 = (x_1, y_1) \) and \( P_2 = (x_2, y_2) \) are generated from i.i.d. uniform distribution and the following test is performed in figure 3, we take our BRIEF descriptor to be the \( n_d \) -dimensional bit
The design for BRIEF is not logically invariant. However, this is depicted in our results on basis of 5 samples of test data to get better result; that it does tolerate minute rotations. On a binary string if an image patch is to be represented, BRIEF is the descriptor because it relies on a comparatively lower number of intensity difference tests. The benefits of this descriptor are as follows: i) Quick assembly of way more efficient relative to its competitors; ii). Relative to its competitors it does provide higher recognition rates; iii). It is not mandatory to provide invariance in relation to large in-plane rotations.

![BRIEF feature example](image)

Figure 3: BRIEF feature example

### C. K-Nearest Neighbor Classification

The K-Nearest Neighbors (KNN) algorithm was developed by Cover and Hart [3]. All these features make KNN ideal for classification problems. Classification can be achieved with minimal data distribution information. KNN has completely overcome the issues of probability densities, contributing to its wide use as a classification algorithm. It is a supervised learning algorithm [1]. This algorithm defines the nearest in the light of Euclidean distance. The Euclidean distance among records are given by

If \( X_1 = (x_{11}, x_{12}, \ldots, x_{1n}) \) and \( X_2 = (x_{21}, x_{22}, \ldots, x_{2n}) \) then

\[
\text{Distance} (X_1, X_2) = \sqrt{\sum_{i=1}^{n} (x_{1i} - x_{2i})^2} \tag{3}
\]

In the above equation, \( X_1 \) and \( X_2 \) are two records with \( n \) attributes; the distance formula is used to determine the distance between patterns \( X_1 \) and \( X_2 \). In the K-nearest neighbor classification algorithm, the classification for the results of recent instance enquiry is dependent upon the category of the K-closest neighbor. Training examples have the form of \( n \)-dimensional numeric characteristics and every example correspond to a direction towards \( n \)-dimensional pattern place. The general concept of this algorithm can be explained as follows. KNN is a simple classification algorithm estimating the nearest neighbor dependent upon the space between the enquiry examples and the training test samples [11].

## 4. SYSTEM EVALUATION

The proposed system was evaluated in a public dataset firstly. It will demonstrate its efficiency on facial expression and validate the method.

### A. Dataset

In the recent past there was a tendency towards resolutely including these kinds of problem pictures; the rationale is towards building a truly effectual and globally representative database and the screening process has to cope with these kinds of problems. Cohn and Kanade recommend that the subject filtration should not take place until after extraction of features, but be addressed by the data collection and extraction process [4].

In the recent past there was a tendency towards resolutely including these kinds of problem pictures; the rationale is towards building a truly effectual and globally representative database and the screening process has to cope with these kinds of problems. Cohn and Kanade recommend that the subject filtration should not take place until after extraction of features, but be addressed by the data collection and extraction process [4].

The data used in this application is stored in the Cohn-Kanade database [10]. In 2000, the Cohn-Kanade (CK) database was published with the intention to promote investigation into automatically recognizing person facial expressions. I have taken about 780 images of different people with their different emotions and identify six types of emotions (Happy, Sad, Fear, Surprise, anger, Disgust) which will be compared with the actual images.

The selection of images from the database is as follows:

The numbers of images of each emotion that have been assembled to be used in this project are (Happy 130, Sad 130, Fear 130, Surprise 130, Anger 130 and Disgust 130). These images were taken with high frame rate cameras.

### B. Performance

The performance of BRIEF feature extracted and KNN algorithm has been examined.

The result of this testing will be stored in the external three files. The following tables display the results that are collected from the three external files, the first table demonstrates the system results of the first group testing which contain 390 images and these images was chosen randomly from the main file that has 780 images, the second table demonstrates the system results of the second group testing which contain 390 images which is the second half of the main file database, and the third table which is the last one demonstrates the system results of the third group testing which contain 780 images that add the first group and the second group test images. The formal that been used to calculate the accuracy for these three tables is:

\[
\text{Accuracy} = \frac{\text{correct Predicted}}{\text{Total number of images}} \times 100\% \tag{4}
\]

Note that the numbers of the test images for each emotion are equal because the images for testing have been selected.
randomly from the test file. Moreover, the system may test an image more than once.

<table>
<thead>
<tr>
<th>Predicted</th>
<th>Fear</th>
<th>Surprise</th>
<th>Happy</th>
<th>Sad</th>
<th>Angry</th>
<th>Disgust</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fear</td>
<td>116</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Surprise</td>
<td>0</td>
<td>118</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Happy</td>
<td>3</td>
<td>4</td>
<td>115</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Sad</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>115</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Angry</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>119</td>
<td>3</td>
</tr>
<tr>
<td>Disgust</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>115</td>
</tr>
</tbody>
</table>

5. IMPLEMENTATION ON THE PHONE

A. Feature Extraction

This section of the report pertains to the part of the code related to feature extraction and method which has been utilized to extract the features of the images. After extracting the features of the images, these features are stored to make a database so that it can further be utilized for testing purposes.

When the main body of the code is run, it asks for the training images and then asks for the test images. When the images are loaded in the system, these images presented to feature extraction module.

B. Testing of the System

The developed training database was tested on the test images to see whether the database is formed correctly and the system is working well. In order to test the system, there must be some classifier to compare the test images with that of training images database. Testing has been done by developing code in MATLAB and was tested on three databases of 390, 390 and 780 images each. Following is the code which is used to implement the testing using K-NN classifier and the results will be depicted.

C. Testing on the Phone

BRIEF has emerged as an important feature descriptor. Its value lies in its computational complexity as well as its recognition rate in most cases. A variant of the BRIEF descriptor named BRIEF-64 (i.e. 64 bytes descriptor) has been implemented. It has been shown in [5, 7] that a 64 bytes descriptor is sufficient to obtain very good matching results.

The input for feature extraction is the region of interest i.e. the face. This region is converted to grayscale. Gaussian smoothing [5, 7] is applied on the resulting image i.e. it is filtered using a Gaussian low-pass filter with variance of Gaussian kernel taken as 2 [5, 7] and window size of 9x9 [5]. The testing of BRIEF descriptors works on pixel level and is thus very sensitive to noise. By pre-smoothing the patch, this sensitivity can be reduced, increasing the stability and repeatability of the descriptors. Matlab simulation result of filtrating is shown in Figure 5.

Figure 4: Testing result from the mobile phone

Figure 5: Image after Gaussian smoothing

The image is divided into patches of size S1 x S2. They have been selected by choosing rows and columns of partition to be 7 and 6 respectively [17]. For each patch p, two points P1 = (x1, y1) and P2 = (x2, y2) are generated from i.e. uniform distribution [16, 18].

Histogram of the values of BRIEF descriptors for all the patches is then plotted to visualize the values of the features in a graphical manner. The number of bins can be varied as per requirement. The color code is as follows:

- Dark blue represents column number 1.
- Royal blue represents column number 2.

Figure 6: Histogram of BRIEF descriptors
The absence of a color in any bin out of 10 means there is no element in that bin. A bar of height 1 means that one element of the specified column exists in that particular bin. Similarly, a bar of height 2 means that two elements of the specified column exist in that particular bin and so on. A sample histogram is shown in figure 6. Due to the randomness in selection of two points for binary tests, the resulting histogram is bound to show different values on different runs of the software but statistically they represent the same image.

D. Testing summary

The final step in this project is to assess and evaluate the project performance; to measure how many of the requirements for emotional face recognition on mobile phones can be achieved. Actually, testing has been continuously addressed from the early implementation stage until the final stage.

Firstly, the testing of each function is carried out individually. It is tested to ensure that the algorithm and each line code works correctly. Sometimes, a small sample of the image data is used to test the code and sometimes a different kind of data set is built. For example, a database of numeric matrix is built to calculate easily the results of the tested function manually and to compare the target results with the code results.

Finally, the entire project was tested to guarantee that the project met the requirements and achieved its aim. This is the most significant step, which ensures that the study algorithm is efficient and powerful; that it could recognize emotional face expressions from a mobile phone.

6. CONCLUSION AND DISCUSSION

By comparing the results of both methods, it is evident that my system developed using BRIEF feature outperforms the other as its results were more that 85% in the detection range while in the other paper the average detection rate is about 66.7% for CAPP features and around 53.7% for SPTS features (results are for the first six emotions). When they combined the features (SPTS + CAPP) the detection rate of the system was increased to around 83.2% but it was still lower than our system [9]. By using hybrid features detection rates can be increased. While comparing each emotion detection results of system (using BRIEF features with 780 images) with one given in the reference (using SPTS + CAPP features) following results are obtained: Angry - 83% (75.00%), Disgust – 86.1% (94.7%), Fear - 83% (65.2%), Happy – 87.6% (100%), Sadness –84.6% (68.00%), Surprised – 81.5% (96%).

As we see from individual emotion results that in most of the emotions the referenced system outperforms ours, but overall their average is a little lower than our result. As you can see my result after add 390 images the first database and 390 images the second database (using BRIEF feature) following result are obtained: Angry – 119 (91.5%), Disgust – 115 (88.5%), Fear – 116 (89.2%), Happy – 115 (88.5%), Sad – 115 (88.5%), Surprised – 118 (90.7%) and the average for these six emotions is 89.5%. Table 4; shows the comparison between the two work that been explained above.

Although the proposed method has been successfully implemented on smart phone for real-time facial expression recognition and a satisfied performance has been achieved, the work can be improved further by adding new features such as selected pre-trained facial expression deep learning features. It can also be very interesting to try other machine learning methods for the classification. The classifier should be run real-time on the smart phone, but the training can be done offline.

TABLE II. CLASSIFICATION ACCURACY

<table>
<thead>
<tr>
<th></th>
<th>BRIEF</th>
<th>SPTS+CAPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Happy</td>
<td>88.5</td>
<td>100</td>
</tr>
<tr>
<td>Sad</td>
<td>88.5</td>
<td>68</td>
</tr>
<tr>
<td>Angry</td>
<td>91.5</td>
<td>75</td>
</tr>
<tr>
<td>Surprised</td>
<td>90.7</td>
<td>96</td>
</tr>
<tr>
<td>Fear</td>
<td>89.2</td>
<td>65.2</td>
</tr>
<tr>
<td>Disgust</td>
<td>88.5</td>
<td>94.7</td>
</tr>
<tr>
<td>Average</td>
<td>89.5</td>
<td>83.2</td>
</tr>
</tbody>
</table>
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